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Abstract 

The monitoring of different parameters in the smart garden environment requires thousands 
of nodes and actuators. They form a multi-hop communication network. The scatternets 
formed with Bluetooth protocol is a communication solution. However, there is no current 
algorithm that considers the different capabilities of the devices (sensors or actuators) and 
assigns a role according to these capabilities. In this paper, we present a network topology 
formation algorithm for role assignment and connection establishment which considers the 
capabilities of the devices and use slave-slave Bridge to communicate the piconets. We 
design the algorithms needed for this protocol and test it. We have simulated the algorithms 
in order to evaluate the time needed for role assignment and to establish the first connections 
of the piconet. The results include different scenarios composed by one or two masters and 
one to seven slaves. In addition, we evaluate the established connections in piconets and 
bridges in a real case of the smart garden sensor network. Finally, we present the changes in 
the piconet connections after the deployment of two nodes in an existing network. 

Keywords: Bluetooth, formation algorithm, WSN, smart garden, SS-bridge 
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1. Introduction  

Smart city concept is becoming more and more popular. Many applications are being 
developed under this wide concept. The final objective of the smart cities besides with the 
Internet of Things (IoT) is to provide internet connection to the common objects. Their 
purpose is to improve the efficiency of the processes and enhance the sustainability of the 
city [1]. The majority of the applications for smart cities are composed by nodes embedded in 
different objects [2] with sensors and/or actuators and a system that triggers the actuators 
according to the data gathered by the nodes. Different options are available, since the most 
straightforward, acting when a threshold is overcome; to more complex ones, involving the 
combination of factors in Artificial Intelligence (AI) systems. The aforementioned concept 
can be applied for monitoring public areas, like gardens, where different supplies are 
consumed as water and electricity. Moreover, other resources are needed for maintaining the 
different infrastructures of the gardens such as fountains, grass, trees, artificial lakes and 
recreational areas among others. In addition, it is possible to monitor the environmental 
parameters to evaluate the welfare of the people in the parks and gardens. The wireless 
sensors networks (WSNs) can be used for monitoring all the parameters to provide data to 
our system. We can find examples for garden monitoring [3], the use of IoT for smart 
metering [4], or for human welfare monitoring [5], our objective is to join them.  

The main problem of this wide WSNs in public gardens is the difficulties to 
communicate the nodes. On the one hand, they are far away from each other, separated by 
tens of meters. This, can difficulty to use WiFi to communicate them. WiFi is probably the 
most employed technology for WSN. Nonetheless, the available WiFi antennas for Arduino 
nodes have coverage of tens of meters [6]. This is insufficient to communicate the nodes in 
big gardens. Therefore, another technology should be selected as Bluetooth which have a 
range of up to 100 meters [7]. On the other hand, as the public gardens in big cities can have 
large dimensions, a multi-hop communication is needed. Thus, the energy consumption for 
communication issues become critical in some nodes, which should resend the data from 
many nodes [8]. A good solution is to use of a mobile node that will act as a sink to gather the 
data from all the deployed sensors in the garden [9]. However, this creates a secondary 
problem. If we use WiFi with the mobile node, we should use Bluetooth, and the capacity of 
the scatternets, to connect the rests of the sensors to allow them to send urgent messages. 

The aim paper is to propose a new protocol for scatternet formation. Our algorithm needs 
to ensure that the sensor nodes (SN) set as masters and the actuator nodes (AN) set as slaves. 
In addition, the algorithm has to ensure that each actuator forms part of the piconet of the 
closest sensor. We will design the need algorithms for the formation of the scatternet. 
Moreover, we present the evaluation of this protocol in terms of time for the piconet 
establishment in different scenarios. Furthermore, the creation of piconets and scatternets in a 
portion of the smart garden is presented. 

The rest of the paper is structured as follows. Section 2 shows the related work. The 
proposal is detailed in Section 3. Section 4 summarizes the performed simulation and show 
the results. The conclusions and future work are detailed in Section 5.  
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2. Related work 

In this section, the related work is presented. We show different proposals of formation 
protocols for scatternets in Bluetooth networks and other group protocols of networks. Then, 
we explain why the current solutions are not useful for our proposal of WSN in the smart 
garden.  

T. Hassan et al. [4] in 2008 presented a solution for the scatternet formation problem, the 
Ring of Masters (ROM). The authors show a new ring structure for Bluetooth scatternets with 
dynamic routing and adaptive scheduling schemes. The novelty of their proposal was the new 
decentralized ring structure, which is aimed to combat the bottlenecks. Their protocol allows 
flexibility of node selection and a good level of fault tolerance. In their protocol, they use 
slave-slave bridges to connect the piconets. Nonetheless, the ring topology is not appropriated 
for the expected topology in the urban gardens. Y. Li et al. [5] presented the Bluetooth 
Growing Network (BGN) algorithm for scatternet formation in 2011. Their formation 
algorithm was specific for WSN. Their algorithm was addressed to solve the problems of 
unreliability and inefficiency of the current algorithms for Bluetooth scatternet formation. 
Their results point that their algorithm was efficient attending to the number of created 
bridges, data transmission distance, etc. However, in their algorithm all the nodes are SNs, no 
ANs are included in the network. Therefore, each node has the same characteristics and can 
become master or slave. Even if their algorithm is efficient, it cannot be applied to solve our 
problem in the network of the smart garden.  

In 2012 S. Sharafeddine et al. [6] presented a scatternet formation algorithm for 
Bluetooth networks with a non-uniform distribution of devices. The authors presented a new 
scatternet formation protocol called BlueHRT (Bluetooth Hybrid Ring Tree). Their protocol 
has different stages including discovery, role assignment, interconnection of piconets to 
create the scatternet, and routing protocol. The authors propose to use the via slave–slave and 
master-slave bridges to connect the piconets. This proposal is not useful in our case. The role 
assignment and the interconnection of piconets to create the scatternet do not accomplish the 
requirements established in the introduction. However, the rest of the protocol (discovery and 
routing) suits our requirements. Therefore, we pretend to modify the role assignment and 
piconet connection algorithms and use the BlueHRT modified protocol. 

The idea of having a network with devices that have different characteristics shown in 
2003 by D. Reading-Picopoulos and A. A. Abouzeid. In their paper [7], they define high 
power devices that can be slaves or masters and low power devices, which can be slaves or 
masters. Nonetheless, they do not use the different type of device to assign the role. Similar 
paper can be found in 2003, where C. Pamuk and E. Karaúan [8] considered the different 
Device Grade to assign the role. The algorithm assumes that the master of the node must have 
a higher Device Grade. The Device Grade is defined as a combination of the battery capacity, 
battery level, and traffic generation rate properties. This protocol uses master-slave bridges. 

As far as we know there is no one protocol that considers the different characteristics of 
nodes to assign a role, which uses the slave-slave bridge to join piconets.  
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3. Proposed system  

In this section, we present the proposed system including the architecture, the employed 
sensors, the topology and the proposed protocol for scatternet formation.  

3.1 Architecture 

The system for the smart garden is composed of three different layers. The first layer 
contains the nodes that can be sensors or actuators. This is the layer in charge of gathering 
data from the environment and performing actions. The second layer is the database where all 
the data is stored far away from the garden. This layer is composed of different databases to 
ensure that the information can be recovered even if there is a failure. The last layer is an 
artificial intelligence system, which operates with the data from the database. The artificial 
intelligence system is used to predict future behaviors based on analyzing the data from the 
previous events. The architecture can be seen in Fig. 1. 

Sensors and actuators

Lightning subsystem
• Sensors:

• Smart streetlights
• Presence 

detectors

• Actuators:
• Streetlights

Irrigation subsystem
• Sensors:

• Soil sensors
• Drone
• Meteorological 

stations

• Actuators:
• Sprinklers

Wellbeing subsystem
• Sensors:

• Meteorological 
stations

• Water quality 
sensors

• Air quality 
sensors

• Presence sensors
• SmartMeters

Database

Sensed data storage
• Soils sensors
• Climatic sensors
• Air/water quality sensors
• Presence sensors
• Drone data

Artificial Intelligence

Water consume 
prediction in fountains 
as function of:
• Cimatic data
• Air/Water quality 

data 
• Smartmetters

Water consume 
prediction in irrigation 
as function of:
• Soil sensors
• Drone data
• Climatic data

Light demand 
prediction as function 
of:
• Climatic data
• Air/water quality
• Smart‐streetlights

 

Figure 1. Architecture of the smart garden. 
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The system is divided into three subsystems (SuS). The first SuS is in charge of the 
irrigation issues of the garden. Therefore, it has sprinklers as actuators, and as sensors, it has 
a soil moisture sensor and a soil temperature sensor. In addition, a drone is used to gather 
pictures of the grass to evaluate its wellness. The data from the soil (humidity and 
temperature) is stored in the node. The data is sent to the mobile sink twice a day. The drone 
takes pictures, which are combined with the data from the soil sensor. Both data are jointly 
used by the AI system to decide which sprinklers should be activated. The sprinklers can 
irrigate at sunrise and at sunset. The drone and the soil node can send a message to the 
sprinklers to modify the scheduled irrigation. The messages sent by the node to the sprinklers 
are the result of the AI system. On the other hand, the messages send by the soil nodes to the 
sprinklers indicates that the values of soil parameters had exceeded a threshold. Therefore, it 
is necessary to increase the amount of water in the next irrigation period.  

The second SuS is the lightning SuS and it manages the streetlights of the public garden. 
It is composed of sensors and actuators as the previous one. As a sensor we have two types of 
smart streetlights. The first type of smart streetlights have a light sensor. These sensors are 
responsible of sending a message to the actuators to turn on the other lights, but not all of 
them. The second type of smart streetlights have a presence sensor. During the night, those 
sensors are responsible for activating the rest of the streetlights when it is needed. The 
streetlights that have no sensors act as actuators turning on and off the light according to the 
received messages from the smart streetlights. All the data gathered by the smart streetlights 
is stored and transmitted to the mobile sink when it is available. Nevertheless, if the gathered 
data exceeds the established thresholds in terms of lack or excess of light and detection of 
people, messages are sent from one node, smart streetlight, to the rest of the streetlights.  

The last SuS is the welfare SuS. In public gardens, people spend their time: Nonetheless, 
they are exposed to inclement weather, air pollution and even water pollution among others. 
It is important to monitor the quality of life of people in the garden. In the park, there are a lot 
of kids playing and elderly people. Those people are two of the risk groups of people that 
should be more aware of environmental circumstances. For this reason, it is important to 
monitor the environmental parameters that can affect the quality of life in smart garden. The 
SuS of welfare is composed of sensors and actuators. The sensors that are part of this SuS are 
climatic sensors, air quality sensors, water quality sensors, and sound sensors. In addition, 
this system will use the data from the smart meters of the public fountains and the presence 
sensors to monitor the number of people that are in the garden. On the other hand, the 
actuators of this subsystem are visual indicators which show the quality of life of people in 
the park. These indicators can be used by people to decide to remain or not in the park. The 
data gathered by the different utilized sensors is stored in the nodes. They wait for the pass of 
the sink node to send all this information. Besides, if one of the parameters overcome the 
established maximum or minimum values a message is sent to actuators.  

3.2 Topology 

In this subsection, the topology of our network is presented. First, we explain the 
structure of our network in terms of utilized nodes and the roles of each node. Then, we 
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explain the connections between nodes.  

In the network for the smart garden, we have three big sorts of nodes according to their 
role. There are some nodes that have the capability to sense the environment. Those are the 
sensor nodes. They have to measure different parameters and are in charge of store data and 
send it if it is necessary. They provide data to the AI to take the appropriate actions. There are 
different types of sensor nodes according to the subsystem and to the parameter that the 
sensor measures. In the light subsystem, there are two types of sensor nodes, the ones that 
measure the light intensity and the ones that measure the presence of people. In the irrigation, 
the subsystem has just one type of sensor nodes. Those sensors, measure the soil parameters 
including the soil temperature and the soil humidity. Finally, for the subsystem of the quality 
of life, the system has six different types of sensors. There are four types of sensors for 
monitoring the environment such as climatic sensors, air quality sensors, water quality 
sensors and sound sensors; and two types of sensors that monitories the human activity in the 
garden such as smart meters and presence sensors. All the sensor nodes have two antennas, 
one of them to work as Ad-Hoc mode and the other to work in Infrastructure mode. 

The second sort of node are the actuators. Those nodes do not measure any parameter. 
Their role is related to the reception of data from the sensor nodes and triggers the actuator. 
There are less actuator node types than sensor node types. There is only one type of actuator 
in each SuS, the actuators are the streetlights, the sprinklers, and the visual indicators. The 
actuator nodes have only one antenna which operates in Ad-Hoc mode.  

Finally, there is one node that will be mobile, which have the role of downloading the 
data stored in the sensor nodes, it is also called gateway. Moreover, the gateway node should 
send messages to the actuator nodes through the sensor nodes. The gateway node has only 
one antenna. This antenna operates under Infrastructure mode.  

Now, the topology of the network is described. It can be seen in Fig. 2 and Fig. 3. In Fig. 
2 we showed the possible location of different types of sensor nodes in one portion of the 
urban garden. The different colors and shapes represent different SNs types. There are a total 
of 8 types of SNs and 3 types of ANs. Following, Table 1 indicates the different types of SNs 
and ANs. In Fig 2 we can see a portion of the urban garden that contains all the types of SNs. 
The ANs are not represented because there are plenty of them including the streetlights, with 
a density in the paths of 4 streetlights each 100m2. In Fig 3 we can see the deployment of 
some ANs and SNs in the garden and their aspect. 

3.3 Communication technology 

In order to communicate our nodes, we are going to use two different technologies for 
two purposes. In our network, there are two situations when the nodes will need to 
communicate each others. The first one is when an SN needs to send alarm messages to an 
AN. This communication must be fast. For example, when the SN that measures the light 
intensity detects that is getting dark. It must send a message to some of the AN indicating the 
need of turning on the lights. Even if we can have a delay from a couple of minutes, we need 
to communicate the nodes at this moment. We will use the Bluetooth technology to send this 
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sort of data. 

On the other hand, twice a day it is necessary to transmit all the data to the database. In 
this case, we are going to transmit a large quantity of data in a short time. The drone will be 
in charge of collect all the data from each SN. The communication proposed for this purpose 
is the IEEE 802.11g.  

3.3 Scatternet formation 

In this subsection, we detail the issues related to the scatternet formation and the 
Bluetooth issues, which should be considered. First of all, we detail some ideas that must be 
considered in our formation protocol. Then, we detail the algorithms that form part of the 
protocol.  

Table 1. Description of the SNs and ANs of the smart garden. 

SN AN 

Type  Description Type  Description 

1 Soil sensor 1 Sprinkler 

2 Presence sensor 2 Streetlight 

3 Water quality sensor 3 Welfare indicator 

4 Air quality sensor   

5 Climatic sensor   

6 Noise sensor   

7 Light sensor   

8 Smart meters   

 

Figure 2. Location of SNs in a portion of smart garden. 
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Figure 3. Deployment and identification of ANs and SNs in the smart garden. 

According to the operation of Bluetooth communication, we can have nodes with the role 
of master and nodes with the role of slave. The communication is always started by the 
master and two slaves cannot communicate directly. A single master can communicate with 7 
slave nodes creating a piconet. One node can belong to more than one piconet with or without 
the same role. The nodes that belong to two different piconets are responsible for connecting 
both piconets. This type of connections is known as scatternet. In our network, we will have 
some nodes, the SN, that sends messages (alarms) to the other nodes, the AN, which are only 
receiving data and answering with the ACKs. These different behaviors can be perfectly 
implemented in the piconets where our SNs become the masters and the ANs are the slaves. 
Moreover, we have more AN than SN, what will allow connecting multiples ANs to a single 
master.  

The first step to operate in a Bluetooth network with multi-hop topology is the formation 
of the scatternet. There are several algorithms that allow the formation of the Ad-Hoc 
scatternet. The basis of most of them is that each node starts to alternate between two states 
known as inquiry and inquiry scan. In the first state the node sends inquiry requests and in the 
second state, the node is listening for inquiry requests. When a node is listening and receives 
an inquiry request replies sending an inquiry reply and a piconet is formed. The node that 
sent the request takes the role of master, and the one that sends the reply takes the role of 
slave. Initially, a node has the same possibilities to end as a master or a slave in the piconet.  

In order to create the scatternet, it is necessary to connect piconets. There are three 
options to connect piconets. The different options are represented in Fig. 4. In the first option, 
master of the piconet A becomes the slave of master of piconet B, see Fig 4 a). Then one node 
has two roles in two different piconets . It is known as SM-bridge. This is the option with less 
efficiency. An intermediate option is the creation of a third piconet connecting two slaves 
from piconet A and piconet B, see Fig 4 b). The best option in terms of efficiency is to share a 
common slave. Therefore, a slave from one piconet, for example, piconet A is connected to 
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the master of piconet B, see Fig. 4 c). This is the best option and the shared slave is known as 
SS-bridge. Different terms can be considered to select the node that will act as SS-bridge as 
the first responding node, remaining energy or distance to masters.  

For our system, the current algorithms are not useful, because it has some special 
requirements. Firstly, we need to establish that the SNs act as Masters always. The ANs act as 
a slave is possible and only will take the role of master if there is no piconet available for the 
AN. To solve this, we can assume that initially when the nodes are deployed we can indicate 
to each node if it is a SN or an AN, and include in the inquiry packet the type of node. 
However, it supposes that during the deployment we must indicate the type of node. Our 
nodes only know in which SuS are working (lightning, irrigation or wellbeing). Initially they 
do not know their role in the net. Nevertheless, there is a difference between the SN and the 
AN, the level of initial energy. As the SNs need to measure environmental parameters, send 
alarms via the Bluetooth network and the data via the WiFi network, they need to have higher 
energy level. All the nodes will have an energy harvesting system that ensures a long lifetime. 
Moreover, in normal conditions, even if a SN consumes more energy it is expected that 
always will have more remaining energy than the AN.  
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Figure 4 Different options for scatternet formation 
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Therefore, the energy level can be included in the inquiry message and used to determine 
if the message comes from a different type of node (SN or AN) and known the type of node 
that receives the message. Thus, a connection can be created and the master and slave are 
defined. Besides, if the energy level received in the inquiry is similar to the energy level of 
the node that receives the inquiry it is not possible to know the type of nodes. They only 
know that both of them are the same type of node and they cannot establish a connection.  

Another requirement is that the slave must be connected to the closest master. Therefore, 
during the formation phase, there will be some freedom to change from one master to the 
other in order to ensure that each slave is connected to the closest master. If one slave is 
equally distant from two masters, the slave will connect to the master which is part of the 
same SuS (lightning, irrigation or wellbeing). During this first stage, a slave can only connect 
to one master.  

The algorithms used during this stage 1 are the following ones. Fig. 5 shows the first 
stage of phase 1, in this stage, each node will discover if it has the role of master or slave. 
Each node selects a random number between 0 and 10, this is the time that the node will 
remain in inquiry or in scan inquiry mode. The minimum time is 625uS, which is the time 
that needs one node to send the inquiry message in all the frequencies. According to the 
random number, the node will start emitting or scanning.  

Starts
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random number 

1‐10

Number > 5

Start mode inquiry

Start mode inquiry 
scan

Send inquiry 
request with the 

energy level during 
(625 µs x number)

Listen for inquiry 
request during 

(625 µs x number)

Any inquiry 
reply 

received?

Any inquiry 
request 
received?

Set as 
master

Energy 
level 

received > 
mine?

Set as slave

Send inquiry reply 
to node

Energy 
level 
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mine?

Ignore request

Send inquiry 
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Yes

Yes

Yes

Yes

Yes

No
No

No

No No

 

Figure 5. Algorithm 1 Phase 1, the role assignment. 
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When a node is scanning mode it scans only one frequency each time period. Once they 
discover their role in the network the node applies the algorithm of Fig. 6 if the node is a 
master or the algorithm of Fig. 7 if the node is a slave. The master uses 11 slots of time. Thus, 
the master ensures that all the slaves listen to its message when it is emitting and listens to all 
the messages from the slaves when the node is scanning. The master will continue sending 
inquiry request and scanning for inquiry replies in order to find closest slaves that belong to 
the same SuS. 

In the case of slaves, they generate a new random number and keep scanning in order to 
find other possible masters that are closer to the node and belong to the same SuS. The 
objective of this phase 1 is to ensure that each master is connected to its closest slaves. This 
phase ends when no more changes are detected. 

The phase 2 stats once all the slaves are part of the piconet of the closest master. Then, it 
is the moment to from the scatternet, and it is necessary to create links between piconets. 
During this phase, the slave can create a new link with a second master as it is explained 
above. The objective of the algorithms in Fig. 8 and Fig. 9 is to find the closest slave from the 
neighboring piconets. A master which has already 7 slaves finishes the phase two. This phase 
finish when no more new links are done. 

Master 
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Figure 6. Algorithm 2 Phase 1, the master operation pattern. 
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Figure 7. Algorithm 3 Phase 1, the slave operation pattern. 
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Figure 8. Algorithm 1 Phase 2, the master operation pattern. 
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Figure 9. Algorithm 2 Phase 2, the slave operation pattern. 

Finally, we have to consider the formation that will happen when a new node arrives into 
an established network. This is known as phase 3. When a new node arrives, it has to scan 
searching existing masters to join to previously created piconets. If no master is available 
because all of them have 7 slaves, then the new node will become a master. Otherwise, it will 
become a slave of the closest master with space in the piconet for one more slave, see Fig. 10.  

Starts

Start mode search

Scan keep alive or 
other messages 
from masters 

during (625 µs x 
10)

Any 
message 
listened?

Ask for association 
to listened masters 
during (625 µs x 

10)

Scan inquiry 
messages during 
(625 µs x 10) 

Any inquiry 
received?

Select the closest 
master

Send accept 
association to 

master

Set as slave

Max energy 
level received 

= mine?

Set as 
master

No

Yes

Yes

No

No

Yes

 
Figure 10. Algorithm 1 Phase 3, the operation pattern of a new node. 
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4. Results 

In this section, we present the obtained results after simulating the proposed algorithms 
for role discovery and connections establishement. Firstly we show the time needed to 
discover all the roles in the network and the establishment of first connections. Then, we 
present for our smart garden, the piconet and scatternet formation and the changes after the 
introduction of two ned nodes a SN and a AN. 

Now, we detail the results of the simulation to obtain the time needed for the formation 
of the piconet. Different simple scenarios are simulated. We have two cases, a case with only 
one SN and a case with two SN. For each case, we consider the effect of increasing the 
number of AN, from 1 AN to 7 ANs. We select 7 as maximum ANs, because in the case with 
one SN no more than 7 slaves can be connected. In addition, we differentiate if the SN starts 
in emitting mode (SE) of scanning mode (SS) in the case of one SN. In the case of two SN, 
there is an extra possibility when each one starts in a different mode (SDM).  

We begin with the data of the case with just one SN. We perform 20 simulations of each 
scenario. Fig. 11 presents the time that the SN needs to determine that it is the master of the 
piconet. The time is lower when the node starts in SS. In this situation, the first inquiry 
received indicates that the SN is the master when it compares the energy level of the received 
inquiry and its energy level. The greater the number of AN the lower the time. Fig. 12 shows 
the time needed by the first AN to set as slave. This time is higher when the SN starts in SS. 
Again, the greater the number of AN the lower the time. Finally, Fig. 13 shows the time 
needed by the last AN to set as slave. This parameter is affected only by the mode that takes 
the SN. When the SN starts in SS the time is higher than when the SN starts in SS. 
Apparentrly, there are no changes in this time when we increase the number of ANs.  

 

Figure 11. Time needed by the SN to set as master with one SN 
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Figure 12. Time needed by the first AN to set as slave 
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Figure 13. Time needed by the last AN to set as slave 

In this paragraph, the results of the second case, having two SN and different number of 
ANs; are presented. As now there are three possibilities, SE, SS, and SDM; 20 simulations of 
each possibility have been done. Fig. 14 presents the time needed by the first SN to set as 
master. The results are similar to the ones shown in Fig 11. The time is greater when the SNs 
starts in SE. In addition, the time is reduced when the number of ANs is increased. The 
results are similar for SS and SDM when there are up to three ANs. Fig. 15 shows when the 
second SN set as master. In this case, the results for the SDM are a bit lower than the results 
for SE. The lowest times are related to the scenario when both SN starts in SS. Fig 16 
presents the iteration when the first AN set as slave. As in Fig. 12, the starting mode of the 
SN is an important factor. The time is minimum when both SN starts in SE and maximum 
when both SN starts in SS. As in Fig. 12 the greater the ANs the lowest the time. The last 
evaluated parameter is the time needed by the last AN to set al slave, see Fig. 17. The results 
are similar to the results of Fig. 13. The time is a little higher when both SN starts in SE. In 
this scenario the time increases with the number of ANs.  
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Figure 14. Time needed by the first SN to set as master with two SN 
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Figure 15. Time needed by the second SN to set as master with two SN 
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Figure 16. Time needed by the first AN to set as slave 
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Figure 17. Time needed by the last AN to set as slave 

Next, we present the formation results of the proposed algorithms in the case of the smart 
garden presented in Section 3. We consider a small section of the garden. This section 
includes 15 SNs and 60ANs. In this section, all the SuS and all the types of SNs and ANs are 
presented. It can represent a small scale smart garden. In blue color, we represent the 
illumination SuS, in green the irrigation SuS, and in other colors the welfare SuS. The 
squares represent the SN and the circles the ANs. In this portion of the garden there are 
different paths, gardened areas with grass coverage at both sides of the path, and a small 
water mass, an artificial lake, see Fig. 18.  

The formation of the piconets after the application of algorithms presented in Fig 8 to 10 
can be seen in Fig. 19. We can see that there are 15 piconets, because each SN is master of 
one piconet. The piconets of the center have 7 slaves and the piconets of the boundaries have 
fewer slaves (1 to 5 slaves). We can expect that if we increase the number of ANs all the SN 
will have 7 slaves. Thus, it exists the possibility that some central ANs should set as master.  

Presence sensor
Light sensor
Soil sensor

Water quality sensorAir quality sensor
Climatic sensor
Noise sensor

Smart meters Sprinkler
Streetlight

Welfare indicator  
Figure 18. The portion of the smart garden utilized for simulation 
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Figure 19. Piconets created after phase 1 in the portion of the smart garden 

The results of phase 2, the creation of links between piconets, are presented in Fig. 20. A 
total of 23 new links have been created, which connects different piconets. No one piconet 
was isolated from the scatternet. The piconets of the boundaries are the ones that create more 
new links. One of them created four new links, connecting this piconet with four piconets. 
After the piconets connection, the available links are the ones presented in Fig. 21. 

 

 

Figure 20. SS-bridge links created in phase 2 
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Finally, we present the application of phase 3, when two new nodes are deployed. We 
assume that a new AN and a new SN are deployed in the garden after the formation of the 
scatternet. The results can be seen in Fig. 22. The AN is connected to an existing piconet and 
the SN is set as master. In phase 2 the AN is connected to a secondary master offering a 
shortest SS-bridge between two piconets. This SS-bridge is shown in red and the deleted link 
to the shared slave appears in a dotted red line. In phase 2, the SN create four new links with 
shared slaves, creating four new SS-bridges. 

 

Figure 21. Scatternet formed after phase 2 in the portion of the smart garden 

 

Figure 22. Scatternet formed after deploy two new nodes in the smart garden 
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4. Conclusion  

In this paper, we analyze the needs of a network for urban garden monitoring. In these 
types of networks, we have a lot of ANs and SNs on land and drones flying to evaluate the 
state of the grass. This node can collect the daily data via WiFi. However, to send the alarms 
from the SN to the ANs a secondary connection is necessary. The best option to be combined 
with Wi-Fi is the Bluetooth, which can be used to create scatternets. Nonetheless, the existing 
protocols for scatternet formation consider that all the nodes are in equal conditions to 
become master or slave. For our proposal, we need that the SN set as master. 

Taking everything into account, we present an algorithm for Bluetooth scatternet 
formation that considers the remaining energy as an indicator of the type of role. Furthermore, 
our algorithm can move the slaves from one piconet to another in the first phase to ensure 
that each slave is connected to the closest master. It also considers the different SuS, to 
connect a slave to the master of its SuS in case of the different master with the same distance 
are available. We show the results of simulating the proposed algorithm in terms of formation 
time considering different scenarios with 1 to 7 ANs and 1 to 2 SN. Moreover, we show the 
created links in a portion to the smart garden after phase 1, phase 2 and phase 3 after the 
deployment of two new nodes 

As future works, we expect to evaluate the energy consumption when the alarms are sent 
from different SN as it was done in [15]. In addition, we pretend to include a phase 4 aimed 
to modify the SS-bridges in case that one of them reaches low energy levels.  
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